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The OpenGLTest benchmark measures mesh memory use for each of four mesh types and several rendering styles for each type:

e Point cloud varying point size - a point is drawn at each cell, while point color and size vary with the cell value.
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e Point cloud varying point opacity - a point is drawn at each cell, while point color and opacity vary with the cell value.

e Polygon layers varying color - a grid of polygons are drawn for each vertical layer in the mesh, varying color and opacity with cell values. Ap a.C h e y D r u p aI 8 y & D ata b ase B rowse r B rowse r
Clients (Java, Python) e Polygon layers varying texture - a grid of polygons are drawn for each vertical layer in the mesh, varying opacity and texture coordinates for a

Field Form atters texture image with color varying by cell values.
[ J
+ C Ommand Llne e Polygon faces varying color - each face of each cell in the mesh is drawn, varying color and opacity with cell values.
e Polygon faces varying texture - each face of each cell in the mesh is drawn, varying opacity and texture coordinates for a texture image with color B
varying by cell values. v “
\,

The benchmark builds meshes of increasing size, starting at 512 cells and growing by powers of two. For each mesh size, the memory required for
each of the four mesh types and various rendering styles is measured and plotted.
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As expected, different rendering styles have different memory requirements. A style that draws a polygon for every cell face, for instance, requires U S e r a p p S

much more memory than one that only draws a point for every cell. Texture mapping for regular meshes with planar layers replaces a lot of color

values for cell vertices with a smaller set of texture coordinates, reducing memory use. However, texture mapping for the other mesh types has no
benefits since it just replaces color values with equivalent texture coordinate values at every coordinate, making mesh memory use the same. FO I d e r
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This is a two-year project. The bulk of the project's development schedule is an . —_— . , N

iterative process of impolementing new methods to improve image classification The table lists benchmarked wall-clock execution times for separate runs of the optimized C++ implementation of image preprocessing for All scene data must be built and stored on the host, then transferred in pieces to the GPU for rendering. The maximum scene size is limited by the P

performance, followed by testing and validation of those methods. The project seafloor image classification. Specific timed tasks include (1) image load from JPEG files, (2) image enhance and color correct, (3) calculation amount of host physical memory, not by the GPU. Different types of meshes and different rendering styles for those meshes has a substantial impact rO S S _p a Orm O O S S an rup a mo u e S
’ Y g ) / of image red, green, and blue histograms, and (4) calculation of a grayscale image and DCT coefficients. All benchmarks run on a 6-core 3.33 \on the amount of memory required to create and fill vertex buffers to draw the meshes. Y , ’
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finishes with broad testing of all of the methods developed and characterization of
their performance and classification accuracy.

GHz Intel processor with 12 Gbytes of DDR3 memory.




