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ATLAS jobs will use the OSIRIS
Rados Gateway (S3) to read/write
single events.

This approach, different than the

Ceph AAA Enhancements

OSIiRIS Authentication, Authorization, and Accounting
services are made up of three key components to bridge
Ceph and institutional federations.
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Ceph Capabilities

One of our grant responsibilities is exploration of the limits of Ceph
and our architecture. Resilience to network latency is a key
determinant in how far we can scale geographically and whether
projects like OSIRIS can be successful using Ceph as we are.
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The next step with ATLAS is to test
operations at scale with hundreds of

Supercomputing was a real-world verification of simulated latency
testing we did with several Ceph components. The annotated
dashboard below shows the cluster’s capability fo continue
background data replication (recovery) even as we ramp up
simulated latency on a storage block (60 OSD effected).

@Home style
distributed clients?

ATLAS can expect a min of 500TB of usable
space. Larger usable space might be available
depending upon disk organizational choices

and demonstrated need. Ceph tolerance of

network latency during
recovery operations

0 Shibboleth -
;“Q InCommon/EduGain

SR ST Ceph Management APIs
JN IV SITY

W ok (REST, direct utils)
OSIRIS Cluster \ - o

5 kBpe

i 0 Bps 08ps | E

g 8 1310 1315 1320 1325 X0 ___.-"- 13:15 320 1325
s i z =5 - I|
m@ﬂ gt Ceph cluster object recovery |
K 175 BOD |

UNIVERSITY OF
MICHIGAN

' 500
-' ; . COManage F i
_Extended user information in - B o0 [

100 " LDAP - group associations,

Watching how OSIRIS scales as we ramp up ATLAS will be important. vt s R
~ e—, user/group access capabilities E_ "f :.h i'ﬁ!i H.I:.lr!JII'I"Z'IiFii"g?' Nl
Iill..;"-hl Il

i
il
| .

o o —

80

= = i
= Tokal GOS0 = In 08D = Lip OSD " 1310 13115

RT latency 10ms
Scrub Operations

1 A . | 4
L 325 13:10 1% 15.____... 13:30 1325
Avg Dllrl:l Op Latency {mll_hllI z Storage Bluclﬂvg cPu &
. LDAP Provisionin i i -
LDAP Services . 9 , | [ ,
Plugin LB Scrubhing throttiz opens . e , | 0 .
T as rate of cluster | 1wy |
-l-e STS 0 - I Bl [l 108 Bl S | 205
MRE | Ll 08 | | 20%
- 16:23 16:24 16:25 16:26 16:27 16:28 o BT |
_ ' 500 ma RT latency 160ms 10% '
Y e C |..”T-':E-=E k) 1 |

= um-xferQl.osris.org Ops a3
= Uum-xferQ1.osris.org Bytes 82.0 MBps

1320 d 1
)

We have detailed monitoring of our RGW throughput and ops at - . /

storage level, network level, or Ceph service level. Example at right of w [ ——— ]

requests/second to one RGW node during ATLAS proof-of-concept 20 e Sl

= Mau-Sior1.08M8.0r) = um-siondi.osrs.crg = weu-storl].o6ns.ong — mail-gtor(r] cers.on = um-storll .omis.ong = wiu-stordi osrs.omg

Multi-Institute Deployment

. ar
"Seed" OSIRIS Site

NMAL: Advanced Network Management

Using Foreman and Puppet we've successfully
built an infrastructure for efficiently deploying
new OSIRIS sites and managing configuration
across the project.

Additional OSIRIS Site

OSIRIS Network Management Abstraction Layer

Advanced network monitoring and control services BrovEioning Broa

TFTP/DHCP

NMAL extends perfSONAR capabilities to include automated
network fopology discovery and tracking in the Unified Network = = [ Bare Metal
Information Service (UNIS), and incorporate that intfo overall = ’ |
operations of the OSIRIS infrastructure.

From a Foreman instance we can control
provisioning ‘smart proxies’ at each of our

@ sites. Initial site setup requires only getting this
proxy running from a pre-configured template
we provide.

Provisioning Proxy -
TFTP/DHCP

Libvirt Plugin

Potential integrations include SDN control at the hardware
switch and host vswitch level, Ceph cluster data map control, e

and data fransfer node routing confrol. Project-wide we've deployed perfSONAR
Periscope agents capable of reporting a variety extemal mod requests to get work
into deploye into production branch
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