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(1) Internet of Things: 3D semantic modeling, wireless sensor
network, survelllance cams, and active navigation while requiring
minimal infrastructure changes

(2) Analytics: Deep-learning, image-to-model registration,
localization, sensor placement optimization, and path planning
(3) Services: Personalized & adaptive travel guidance for multiple
disadvantaged groups




